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A B S T R A C T   

This article explores what complementary perspectives Science and Technology Studies and in particular Actor 
Network Theory may bring to safety science beyond what comes out of traditional comparisons between highly 
profiled theories/perspectives of Normal Accident Theory (NAT), High Reliability Organisations (HRO), Resil-
ience Engineering (RE) and Safety II. 

In the article, core ideas of NAT, HRO and RE/Safety II are reviewed, and debates over NAT/HRO, HRO/RE 
and Safety I/Safety II are discussed. Thereafter, controversies over complexity, non-events and uncertainty 
respectively are identified and elaborated, drawing on a richer repertoire from the social sciences, in particular 
Actor Network Theory. The article concludes by inviting to more serious engagement in scientific controversies 
and politics of safety, and operationalises this into three propositions: Take complexity seriously; broaden the 
perspectives and methodologies for understanding sociotechnical work; and make safety science research 
politically oriented (again).   

1. Introduction 

Safety research as a systematic, scientific subject is fairly young, with 
the pioneer works of the social science and organisational approaches to 
safety dating back to the seventies (e.g. [80]). Since then, safety research 
has developed through different phases, each marked with different 
focus areas. Hence one often refers to the three ages of safety, each 
characterised by different foci and different types of attributed causes 
for accidents and different research scopes[17]. The first, technological 
age of safety was followed by the age of human factors, after which 
safety research entered the age of organisational attention including 
such themes as safety culture and safety management systems. It is 
particularly after entering the age of organisations that the social science 
approach to safety really expanded both in terms of volume and per-
spectives.1 This development was fuelled by a number of organisational 
accidents during the 1980s; Bhopal[7], Chernobyl[66], Three Mile Is-
land[60], Piper Alpha(Pat [59] and Challenger[83] are all examples of 
accidents that spurred substantial research activities with the aim not 
only to establish the causes of the accidents, but also to develop theories 
of risk and safety that reflected the developments that had taken place in 
terms of increased complexity of industrial sociotechnical systems. 

It was in this period that the social sciences seriously entered the 

arena of safety research. Surely, the social sciences was already repre-
sented, Barry Turner [80–82] and Charles Perrow [60] – both sociolo-
gists – had at this stage already contributed with strong empirically 
informed theoretical frameworks that still enjoy a central position in the 
field of safety research, and in light of that they should be considered 
pioneers in the social studies of risk. Until the 1980s, the field of safety 
research had largely been dominated by contributions from engineering 
and psychology, and foundational contributions from Reason [67,68] 
and Rasmussen [64,65] have kept on gaining momentum and influ-
encing the thoughts of safety scholars up till today. However, from the 
1980s onward, safety science increasingly attracted scholars with 
background from sociology, anthropology, organization and manage-
ment science. Examples are the sociologist Diane Vaughan with her 
ethnographic studies in NASA following the Challenger accident[83], 
sociologist Andrew Hopkins’ study of the gas plant explosion at Long-
ford [28], the organizational theorist Karl Weick with his works on 
organisational sensemaking[89], and the Berkeley research group and 
their work on High Reliability Organisations (HRO) [40,41,90–92]. 

Among the most recent contributions to the field of safety research 
that has achieved status as a school of its own is Resilience Engineering 
[23–25, 27,56], developed and nurtured by Erik Hollnagel, David 
Woods, Sidney Dekker, Jeffrey Braithwaite, Jean Pariès and others,2 
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with the derivative concepts of Safety II (and Safety I), contrasting 
conceptually and qualitatively different approaches to safety [14,20,22, 
26,79]. 

Along with the increased research activity and increased public in-
terest in safety, debates between different perspectives became impor-
tant for the nurturing and scaffolding of research communities that 
subscribed to the different perspectives. In this paper I shall look into 
three such debates; that between Normal Accident Theory and High 
Reliability Organisations, that between High Reliability Organisations 
and Resilience Engineering, and the debate over Safety I/Safety II. The 
article summarises these debates as they appear as different orientations 
and traditions to safety. 

The core arguments of these debates is well known matter, and they 
have been remarkably stable over the years, indicating that there are 
still unresolved issues there. On the other hand, much criticism has been 
raised about these debates, about the lack of precise definition of core 
concepts and whether there really are significant and sufficiently 
defined differences between the foundational assumptions in the 
respective traditions: that allowed or conceivable variations in behavior 
of systems is insufficiently accounted for when referring to accidents as 
normal or abnormal; that the role of public visibility of high reliability 
organisations is neglected, thus also how normal accidents return as 
public attention decreases; that success is insufficiently defined, and 
when boundaries for success are defined Safety II reverts to Safety I; that 
RE has so many similarities to HRO that it is hard to see that it represents 
something new; that when people continue to make reference to NAT, it 
is not because that work supports their arguments but simply to establish 
that they are aware of the relevant literature; and that research/science 
and business are so intertwined that there is an additional rationale for 
advertising scientific differences (see e.g. [2–4, 29,58]). 

I do not take a stance to this criticism here, but instead I ask: What if 
there are more and other things to these debates than has so far been 
explicitly exposed? What if there are some more foundational issues at 
stake, that can be excavated from these discourses? The article pursues 
this challenge by discussing how the debates hide fundamentally 
different perspectives on complexity, events and uncertainty. In this dis-
cussion, the article draws on literature from outside the traditional 
safety library, in particular writings on workplace studies (e.g. [76,78]) 
and Actor Network Theory (e.g. [18,46]). The consequence of the 
analysis is operationalised into three propositions for future safety sci-
ence research. 

In the article I shall develop a richer understanding of these central 
debates that are played out in the research literature. Central journals 
including Safety Science and Journal of Contingencies and Crisis Man-
agement, in which there are also special issues to be found ([39,50,88]), 
explicitly facilitate the debates. Other, less systematic facilitation for the 
debates can also be found in the literature, and I shall adopt the prag-
matic approach of accounting for them where they appear most visible. 

The paper is structured such that first, historic and contemporary 
debates within the safety science community are presented. I label these 
debates overexposed, certainly not with reference to the quality of the 
debates or the arguments that are held, but due to their persistence 
despite a lack of progress and a tendency to stabilize and stall at a very 
early stage. Thereafter, I shall, following a mode of reasoning inspired by 
Actor Network Theory, lend words to some tacit themes that claim 
higher criticality than the core issues of the ‘standard’ debates. I label 
these themes underexposed, certainly not with reference to any sort of 
scientific superiority, but because they represent turns that the safety 
science discourse may take if it is opened up again and reach out from 
the sometimes self-referential scientific field. But before I proceed with 
this, I shall briefly account for the theoretical perspectives that engage 
into these debates, and the justification for bringing perspectives from 
Science and Technology Studies into safety science research. 

1.1. Highly profiled theories of organisational safety and risk 

Three approaches to safety have acquired a central place in safety 
science research, due to the combination of two achievements – that of 
formulating a foundational theory of safety (or why some organisations 
fail and others succeed), and that of constructing or taking actively part 
in debates where the different theories or perspectives are put up against 
each other; while many pioneers have a share in what was to become a 
recognizable field of safety science from the 1980ies and onward, the 
perspectives of Normal Accident Theory, High Reliability Organisations 
and Resilience Engineering have a special status with respect to preva-
lence and attention. Their core messages as widely known by now: 

According to Normal Accident Theory systems with tight coupling – 
with tightly prescribed steps and invariant sequences that cannot be 
changed, implying that interruptions propagate rapidly through the 
system, and that there is little slack and little room for improvisation – 
require a control mode that is centralised. Systems with complex in-
teractions – where accidents tend to stem from “mysterious interactions 
of failures” ([61], 10) – require a decentralised control modus. These 
requirements are sometimes sources for organisational contradictions; 
since sociotechnical systems cannot be centralised and decentralised at 
the same time, systems that are both tightly coupled and interactively 
complex cannot in the long run be managed in a safe manner. 

High Reliability Organisations are characterised by two distinct 
features: organisational redundancy – both structural and cultural – and 
the ability to reconfigure spontaneously and more or less seamlessly 
rearrange from a modus of centralised control to a management mode of 
decentralised control when experiencing a crisis and going from a 
normal work mode to a mode of crisis management [40,41]. Another 
description of HROs are their five characteristics of collective mindful-
ness – preoccupation with failure, reluctance to simplify interpretations, 
sensitivity to operations, commitment to resilience, and underspecification of 
structures [93]. 

Resilience Engineering is inspired by the ecological references to 
resilience, and if one is to speak of the essence of resilience, itis “the 
intrinsic ability of an organization (system) to maintain or regain a 
dynamically stable state, which allows it to continue operations after a 
major mishap and/or in the presence of a continuous stress” ([27], 16). 
As RE has its roots in cybernetics thinking, central themes are adaptation, 
variability and functional resonance. The recommendation of RE to study 
and learn from that which goes right has given rise to an alternative 
definition of safety – Safety II – the “system’s ability to succeed under 
varying conditions” ([26], 4). The counterpart to Safety II is labelled 
Safety I, defining safety as the absence of undesirable events and acci-
dents, and freedom of unacceptable risk. 

1.2. Science and Technology studies perspectives in safety science 
research 

As with Safety science, one might say that Science and Technology 
Studies (STS) is a young academic field. Growing out of the early ori-
entations towards the sociology of knowledge (e.g. [10,38]), it man-
ifested itself strongly with the early contributions from e.g. Latour and 
Woolgar [47], Pinch and Bijker [63] and Callon [12], some of who were 
also central in the development of Actor Network Theory (ANT) [43,46] 
– a branch of STS. Since then, STS perspectives has become naturalised 
in many of the more established disciplines and fields, for example so-
ciology, geography, and computer science. 

STS perspectives and methods have not been completely absent in 
safety science, but it would be an exaggeration to say that they have 
been numerous and very visible. One prominent example, however, is 
the works of Diane Vaughan (e.g. [83–85]), where the relevance of STS 
for safety research is convincingly demonstrated. Other authors who 
have successfully adopted STS perspectives in their writings include – 
but are surely not limited to – Le Coze [53], Almklov and Antonsen [5, 
57]. Personally, I have found significant resonance in the methodologies 
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and the mode of reasoning in Actor Network Theory (ANT). The liquid 
characteristic of ANT lending it a status located somewhere in the 
intersection between ontology, theory and methodology of phenomena 
where the social and the material is tightly coupled, makes it useful in 
the exploration of sociotechnical systems and sociotechnical work in a 
context of risk and safety [30,32–35]. 

The way established issues and themes are treated in ANT works is 
often different – and sometimes surprising – from the common treat-
ments, and not seldom this is done with a critical and renewed view on 
what analytical concepts represent and what empirical findings are 
really cases of – as for example in studies of complexity [77], modes and 
methods of scientific work [42,44] and the ontology of risk and uncer-
tainty [18,45,46,48]. Besides alternative and often constructivist ap-
proaches to established subjects, the ANT catalog offers a substantial 
repertoire and track record on empirical research methods particularly 
on social aspects of technology, and material aspects of the social. It has 
always been an ambition for safety research to traverse this bridge, 
safety science indeed having been an interdisciplinary field from the 
very beginning, but the field as such is still struggling to be able to stand 
safely with feet both in the social tradition and in the engineering 
tradition simultaneously. ANT was developed with exactly such an 
ambition, and has much to offer safety science in this respect. 

ANT research is always looking for controversies, as they represent 
cracks where light gets in and makes visible what phenomena/systems 
are made up of.3 Such controversies need not be major – they may not 
even have to be explicated, and may thus have to be actively searched 
for. In the following I shall do exactly that; heat up some controversies 
that may lie hidden in the shadows of some less heated debates in safety 
science. The aim is to inspire to creative search for doors to new rooms in 
safety science research, where we may find new questions and answers 
relevant for the old world of industrial and organisational safety, but 
also for the new world of societal resilience that is being gestalted as we 
speak. 

2. Overexposed debates in safety science 

NAT, HRO and RE can be considered as canonical perspectives in the 
organisational branch of safety science. Representing different ‘schools’, 
they are nurtured and developed in different research communities with 
little overlap. It could be said that they are living peacefully side by side, 
but although as a general judgment that would be correct, it conceals 
some important nuances: between NAT and HRO there has been occa-
sions of explicit controversies with considerable temperature; HRO and 
RE has been ‘accused’ of being without any significant difference, and 
still there are debates around the fundamental approach to safety; the 
Safety II perspective is at odds with the Safety I perspective, but does not 
really have a well-defined discussion partner since Safety I is a construct 
originating from Safety II advocate Erik Hollnagel and rarely used as a 
label by anyone outside the ‘Safety II community’. 

It should be noted that the three debates that are presented are by no 
means symmetrical with respect to their position within, not to say 
beyond, the safety science community. In its time, the NAT/HRO debate 
extended beyond the community of safety professionals and engaged 
prominent US sociologists and political scientists, and involved tangible 
scientific debates, some of which took place in the Journal of Contin-
gencies and Crisis Management (e.g. La [39]). The HRO/RE debate, on 
the other hand, can also be called a non-debate, as the relation between 
the two is apparently in most respects characterised by similarities than 
by differences (see e.g. [29]). Still, and despite remarkably little inter-
action and communication between the fields, also this admittedly more 

safety science-internal debate has taken place in dedicated journal issues 
(e.g. [88]). The third debate presented here, the Safety I/Safety II 
debate, is even more internal within the safety science community and 
actually with only one party – those advocating for Safety II. This is not 
to say that it is a less important debate, and this comparison between 
debates is not an attempt to range them in any way – indeed, any debate 
takes time to mature and grow in intensity and prevalence, and the 
Safety I/Safety II debate is very young, so is the HRO/RE debate, while 
the NAT/HRO debate has a long history and took some time to develop – 
but it should be kept in mind that the debates selected here are selected 
idiosyncratically (though on the basis of visibility and volume of pub-
lications in the safety science catalog), without reference to established 
discourses on central debates in safety science research. 

2.1. The NAT/HRO debate 

While NAT and HRO are oriented towards the same type of socio-
technical systems, they come to different conclusion with respect to the 
prospects of system safety in the long run. The basic message in NAT is 
that accidents are inevitable in complex, tightly coupled sociotechnical 
systems because the combination of unexpected interaction and rapid 
propagation and escalation confronts the management with an insoluble 
control paradox [60]. According to HRO, this conclusion does not hold 
water; empirical studies of highly reliable organisations have shown that 
HROs adopt organisational strategies where they centralize the design of 
decision premises in order to allow decentralized decision making. In 
this manner the required line of operating with both centralised and 
decentralised control in parallel is no longer a paradox [70,72,93]. 

In addition, the evaluation of redundancy differs between NAT and 
HRO. While HRO promotes redundancy because “if one component fails, 
another backs it up; if one operator fails to carry out his task, another 
one takes over his position; if danger lurks, multiple channels are used to 
transmit warnings” [70], NAT has a more ambivalent relation to 
redundancy since redundant components may depend on a common 
denominator. This was the case with the Challenger space shuttle’s Solid 
Rocket Booster’s sealing; the famous O-ring that failed during the 
Challenger launch was actually backed up with another O-ring. How-
ever, both O-rings were dependent on weather conditions – and both 
failed during the launch[83]. 

2.2. The HRO/RE debate 

With the introduction of Resilience Engineering came also objections 
that RE did not represent something new. HRO had been occupied with 
resilience for a long time already, and just like RE researchers, HRO 
researchers had spent much time on understanding why things go right; 
the very origin of the HRO research was based on studies of well- 
performing organisations in accident-prone environments. A critique 
against RE is thus that “it offers itself as something new, when in fact it is 
hard to see in what way its ‘precepts and concepts’ depart from those of 
HRO theory” ([29], 9). This is a critique that receives little explicit op-
position in terms of factual arguments, and in light of that the RE 
research literature the last decade with little or no reference to HRO 
literature is surprisingly voluminous.4 The HRO/RE debate is therefore 
first and foremost a silent debate with few or no cross-references [29], 
for which reasons may very well be highly pragmatic [36]. 

There are more explicit disagreements between the two perspectives, 
however, both with respect to whether adaptive capacities should be 
considered as an individual (RE) or a cultural (HRO) character ([62], 4), 
and with respect to treating resilience as a generic capacity (RE) con-
trasted with the importance of “[parsing] out and empirically ground 

3 Alternatives to studies of controversies are studies of breakdowns, which 
offer the same kind of inspection possibilities. This is an obvious rationale of 
accident investigations, which are so fundamental in the construction of safe 
systems. 

4 For an overview, see e.g. [9,69]. The number of books alone on Resilience 
Engineering also say something about the momentum of the theory [11,21–24, 
27,56,87] 
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[ing] the concept of resilience into different types”([62], 2) of precursor 
resilience, restoration resilience and recovery resilience. However, these 
disagreements are not subject to either much attention or particularly 
loud debating. 

2.3. The Safety I/Safety II debate 

With the introduction of a new safety perspective – Safety II [21] – 
came also a new label for much of the safety research that Safety II 
criticised – ‘Safety I’. While there are few or no references to Safety I 
among those who are given that label, there are neither many objections 
to the type of categorization that was introduced with the terms. The 
Safety I/Safety II debate is thus a dawning, but still a low-intensity 
debate, addressing two issues: whether we learn more from failures or 
from successes, and whether or not safe operations are actually visible 
and possible to study. 

The practice of learning from failures has a long tradition in safety 
science,5 and has been foundational for the incremental development of 
aviation safety, for example. 

The argument for the better learning potential within the Safety II 
paradigm is the asymmetric occurrence of intended and unintended 
outcomes. This argument lends validity from the theory that unintended 
and intended outcomes have the same genealogy: namely the natural 
occurring variability and (sometimes) resonance; “Resilience engineer-
ing acknowledges that acceptable outcomes and unacceptable outcomes 
have a common basis, namely everyday performance adjustments” 
([26], 16). 

The argument of visibility and invisibility is already mentioned in 
connection with the perspective on safety as a dynamic non-event. 
Hollnagel gives credit to Weick for this definition of safety, but still 
finds it problematic. Here, the argument for Safety II is an argument of 
measurement and dynamic events; 

“Even when people agree that safety is a dynamic-non-event, the 
practice of safety management is to count the events, i.e., the number of 
accidents, incidents and so forth. By doing that we know how many 
events there have been, but not how many non-events. We may, how-
ever, easily turn the tables, by defining safety as a dynamic event.” The 
event is now an activity that succeeds or goes well (that we come home 
safely, that the plane lands on time, etc.), and we are obviously safe 
when that happens. The non-event consequently becomes the situation 
when this does not happen, i.e., when things go wrong. We can count the 
non-events, i.e., the non-successes or failures, just as we have usually 
done. But we can now also count the events, the number of things that go 
right, at least if we make the effort.” ([21], 9) 

The magnitude of the effort we need to make, however, should not be 
underestimated. However, it is not only a question of effort, but also of 
method. To see more examples in the future of thorough accounts of 
work in terms of events, it is not enough to allocate resources for 
counting; we would also need to develop the methods of describing work. 
More about that below. 

From this review of debates within a safety science frame of refer-
ence, we shall now shift our position and reflect upon these safety dis-
courses from a different angle, drawing on a richer repertoire from the 
social sciences. 

3. Underexposed themes in safety science 

The debates reviewed above have different historic trajectories, 
different ages and appeal to different participants, but they all share the 
fate of struggling with progression. What can Science and Technology 
Studies offer safety science in its search for matters of concern that can 
bring theory building further? Inspired by STS’ interest in epistemology 
and controversies, we may discover matters of concern that we do see as 

clearly or do not have a sufficient vocabulary for when studying them 
within a safety theory framework. The following sections explore this 
opportunity. The themes discussed below should be considered as a few 
examples among many, and they are probably not the most essential 
either. They should be considered as examples, that at best can inspire 
further and more systematic inventory of themes in future works. 

3.1. The natures of complexity 

A general and explicit conception of complexity in safety science, 
and across NAT, HRO and RE, is that complexity makes systems more 
accident-prone. Complexity is thus generally seen as a negative entity, 
and something that should be minimized. Seen from an epistemological 
perspective, there are two noteworthy issues that have not gained much 
attention in safety science. First, if we look into the writings on 
complexity in NAT and RE respectively, we find different ways to relate 
to complexity that are seldom made explicit in the safety science dis-
courses. Second, views on complexity that include the social are seldom 
discussed, although we deal mostly with sociotechnical systems, and I 
shall here make a comment on alternative definitions of complexity that 
may shed new light on existing safety science debates. Importantly, 
although Perrow’s and Hollnagel’s approaches to complexity are those 
that are discussed here, I certainly do not imply that these approaches 
and authors are the only sources to writings on complexity in safety 
science; there are many other valuable sources, including Vaughan [84] 
and [49,51,52]. 

In Perrow’s writings, complexity refers to “interactions in an unex-
pected sequence” ([61], 78). It is underscored that “systems are not (…) 
complex, strictly speaking, only their interactions are” ([61], 78).6 Still, 
complexity is seen as static, to the extent that the complexity of different 
systems may be plotted on a scale. Hollnagel [19] refers to the same 
phenomenon as Perrow when he writes about complexity, but he is more 
explicit on the polysemantics of complexity. Several formal and informal 
definitions are suggested; from complexity referring to systems 
involving many parts, to Wiener’s [94] definition that a system’s 
complexity reflects the degree of difficulty in predicting the properties of 
the system if the properties of the system’s parts are given. 

So far, complexity is largely treated as an ontological entity in the 
positivist tradition. It is first when Hollnagel introduces intractability we 
understand that Perrow and Hollnagel are actually talking about two 
different kinds of complexity. In Hollnagel’s words, 

“a system or a process is intractable if the principles of functioning 
are only partly known or even unknown, if descriptions are elaborate 
with many details, and if the system may change before the description 
is completed.” ([19], 204) 

If we adopt a social science perspective on these research strands, we 
may say that Perrow (NAT) talks about positivist ontological complexity, 
and Hollnagel (RE) talks about epistemological complexity, or a 
constructivist ontological complexity. The latter type of complexity lies 
much closer to the type of complexity that[77] portray in their study of 
social life among baboons; however, here the degree of complexity is 
inversely proportional with the wealth of material and immaterial tools 
available for organizing work and social relations: 

“When [baboons] construct and repair their social order, they do so 
only with limited resources, their bodies, their social skills and whatever 
social strategies they can construct.” ([77], 790) 

The different notions of complexity are seldom explicated in the 
safety science literature, and we may ask: how shall we understand that 
complexity is such a central term in safety science, and that these 
different meanings exist but are not being seriously tackled in safety 
science? If we take seriously Strum and Latour’s definition of socio-
technical complexity, we might come closer to the dirty reality of 

5 See e.g. Drupsteen and Guldenmund [14], Stanton et al. [75]. 

6 For later reference: without stating it explicitly Perrow here hints towards 
the relational nature of complexity. 
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sociotechnical systems, and the Janus face of complexity: sociotechnical 
systems are never intrinsically resilient, and their complexity is never 
static. It can change all of a sudden. When something breaks, Pandora’s 
box opens and complexity suddenly rises. 

This leads to the first proposition of this paper: Stimulate and enrich 
safety science discourses on complexity of sociotechnical systems with 
new perspectives from the social sciences that have experience with 
addressing social (aspects of) complexity. 

3.2. The richness of events 

As we have seen already, discussions on visibility and auditability 
enter into the debates of safety science. Weick’s [90] referencing to 
safety as a non-event associates safety with invisibility, while Hollna-
gel’s [21] referencing to safety as events introduces the idea of counting 
positive outcomes for understanding the intangibility of the Safety 
I/Safety II debate; while Weick refers to the difficulty of accounting for 
non-events that do not happen (accidents), Hollnagel argues for count-
ing the things that do happen – the desired outcomes. In lack of a 
common reference, the Safety I/Safety II debate is not configured to be 
resolved, it may seem, but carries a potential for connecting to dis-
courses outside the field of safety science, such as those on articulation 
work and invisible work in the workplace studies, computer-supported 
cooperative work and Science and Technology Studies (see e.g. [15] 
for an appreciation of how these fields overlap and merge into some-
thing we might call sociology of work). 

Beyond the question in safety science of what to look for is the 
question of how to do it. What is visible and what is invisible is not a 
question of essence, but of method. Although one might think that the 
question of how could actually solve the Gordian knot of Safety I/Safety 
II, it is not much addressed in safety science research. If we look to 
workplace studies, work that is carried out, particularly in the face of 
contingencies, but is not seriously acknowledged because it goes ‘below 
the radar’, is sometimes analysed as articulation work. There is a rich 
literature on articulation work that provides theories, methods and tools 
for accounting for articulation work and ‘invisible work’ (e.g. [76,78], 
1995, Strauss 1985, Gerson and Star 1986, Schmidt and Bannon 1992, 
Bannon and Bødker 1997, Haavik 2010). This literature offers rich 
empirical sociomaterial descriptions of ‘dynamic events’, although with 
a vocabulary that may not always translate immediately to the language 
and jargon of safety science. 

This leads to the second proposition of this paper: Look to the wider 
sociology of work for inspiration and experience with empirical studies 
of work in high-risk sociotechnical systems. Whether the results from 
such endeavours feed into discussions on definitions of safety as dy-
namic non-events or dynamic events, produce new constructs such as 
sensework [33,34] or renew safety science orientation in other ways is 
not decisive, as long as it deepens our discussions and brings safety 
science and research forward. There is no guarantee that this will 
happen, but it can be worthwhile to try. 

3.3. The politics of risk and uncertainty 

While risk has traditionally been defined as probability*conse-
quence, an increasingly used definition of risk in the later years is that 
“[r]isk refers to uncertainty about and severity of the consequences (or 
outcomes) of an activity with respect to something that humans 
value”([6], 2). In connection with risk management, defined situations 
of hazard and accident (DSHA) [74,86,95] represent the activities – or 
the risk objects – for which risk and uncertainty are addressed. While 
DSHA is central in the science and practice of safety, it is at odds with the 
strong advice from sociologist and STS scholar Stephen Hilgartner. 
Hilgartner advises us to study risks objects not as ready-made, but as 
objects in the making: “Perceptions of risk are not things that get tacked 
onto technology at the end of the day. Definitions of risk get built into 
technology and shape its evolution” ([18], 39). The tension between 

ready-made and in-the-making approaches in science in general has 
been thoroughly addressed by Latour [43], while [18] has addressed this 
relation in particular in connection with risk objects. Both Latour and 
Hilgartner seek to avoid black-boxed notions of risk. In Latour’s [45] 
reading of Beck [8], “[risk] does not mean that we run more dangers 
than before, but that we are now entangled. (…) A perfect translation of 
‘risk’ is the word network in the ANT7 sense, referring to whatever de-
viates from the straight path of reason and of control” ([45], 36). And 
what Latour [46] does in Reassembling the social is to systematize a 
methodology for how such sociotechnical networks can be studied in the 
social sciences. Hilgartner builds on Latour and shows how risk objects 
in the motor vehicle domain are constructed and distributed over soci-
otechnical networks: 

“Thus, the risk of motor vehicle accidents can be attributed to unsafe 
drivers, unsafe roads, or unsafe cars [16,37]. The risks posed by unsafe 
drivers, in turn, can be attributed to inexperience, irresponsibility, fa-
tigue, or alcohol consumption. Inexperience, in turn, can be attributed to 
inadequate driver education programs, which can be attributed to 
shortages of funds. The networks of objects deemed to pose risks can 
abruptly terminate, can wind their way back to common causes, or can 
diverge. The set of possibilities, in principle, is infinite.” ([18], 42) 

While this framing of risk is not very different from “underlying 
causes” in safety science, Hilgartner goes further to shed light on the 
politics of risk; the process of negotiating what are to be considered risk 
objects. Hilgartner refers to the work of Gusfield: 

“Gusfield [16] has shown how the ‘killer drunk’ was singled out as 
the cause of traffic fatalities that involve alcohol. As he argued, this way 
of framing the problem allows car makers and the alcoholic beverage 
industry to ‘disown’ the problem, shifting causal, moral and political 
responsibility for traffic deaths onto other actors. Directing attention at 
the individual drunk driver as the risk object deflects attention from 
alternative risk objects–such as unsafe cars, or land use and trans-
portation policies that permit bars to be sited in locations accessible only 
by automobile.”([18], 43) 

Considering, for example, the developments of digitalisation in the 
petroleum industry the last decade and the new division of labor be-
tween onshore and offshore – an operations regime known as Integrated 
Operations[1,31,73] – one would anticipate a whole new process of 
negotiating risk objects. Still, a study of the impact of Integrated Oper-
ations on risk objects – defined situations of hazard and accident – 
conclude that “there is currently no need for changing the DSHAs 
currently used in the industry, as the overall types of accidents that may 
arise in an IO environment are foreseen to be similar to the types of 
accidents that may arise in a traditional operational environment”([74], 
2). If we consider this approach to DSHA and compare it to Latour’s and 
Hilgartner’s references to uncertainty, networks and the social con-
struction of risk objects,8 we are right in the middle of an argument over 
risk as a ready-made object, and risk as in-the-making, or between 
essentialistic risk and risk as a socio-technical-political construct respec-
tively. We are of course well familiar with this debate on uncertainty 
(and risk), where external and internal (objective and subjective) no-
tions of uncertainty also frequently blend in, but still we rarely see the 
political aspects of risk addressed in safety research. Actually, this po-
litical aspect is one of the most central conclusions in Perrow’s [60] 
work on normal accidents, and since, but still the one taken least serious. 
Maybe his scepticism towards certain sociotechnical configurations 
came too early, before we had seen the mechanisms and effects of 
climate change, just to mention one example, for real. 

The ‘pessimist’ advice has strong political implications, and need 
stronger argumentation than what can be provided from within safety 
science frameworks alone. However, Latour’s and Hilgartner’s 
constructivist approaches to risk and uncertainty offer a different 

7 Actor Network Theory. See e.g. Latour [46].  
8 Which, when we look inside them, are sociotechnical networks. 
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framing that mayrevitalize the old NAT/HRO debate. For example, the 
contemporary discourse on societal safety is almost exclusively oriented 
towards making critical infrastructures and institutions reliable and 
robust, such as energy infrastructures and (increasingly) energy- 
consuming individual and societal life practices. But what if it is 
exactly these infrastructures and institutions that produces the risks we 
are currently trying to fight? Then we should not only talk about 
vulnerable infrastructures, but also of infrastructures of risk. 

This leads to the third proposition of this paper: make safety science 
research politically oriented again.9 A rich discourse on the politics of 
risk and safety is needed to supplement questions like “Is it safe?” and 
“What is the risk?” with questions like “What kind of risks are we con-
structing”, “What kind of society do we want?” and “How can we get 
there?”. Perrow’s warning about inevitable, intolerable risks was 
silenced far too quickly, and the cultural approach of HRO and the 
adaptation perspective of RE do not really address the core concern that 
we may be infrastructuring risk into lifeforms that are extremely hard to 
reverse – climate change is one example, big-data based autonomous 
systems10 another. To make safety science more politically oriented does 
not hinge on making engineers interested in politics. Indeed, engineers 
and safety practitioners and scientists exercise politics every day, the 
question is whose politics they exercise, and how conscious they are 
about this. A claim in this paper is that they increasingly exercise the 
politics of the market – which is increasingly outsourced from the 
parliament. Therefore, the bringing of political orientation back to 
safety science should be accompanied with a renewed orientation to-
wards societal resilience in the traditional political fora. The shaping of 
safer societies rests on an intimate relation between science and politics 
– a relation whose many facets we can witness unfold and develop in 
contemporary crises like the climate crisis and the corona crisis. 

4. Conclusion 

Debates in safety science may assume different characters when seen 
through new theoretical lenses. Debates may take many turns; the 
parties may manage to partly or wholly convince each other, and adjust 
their stances accordingly, or the heat of the debate may lead the parties 
to work even harder developing their arguments, bringing them even 
further away from each other. The debates I shed light on in this article 
have not so much taken those turns as they have faded into what we 
might call an unspoken truce: the NAT/HRO debate went through a 
deadlock to a dead end[70,71] from which it never really has been 
revitalised; the HRO/RE debate has never really established an arena or 
channels where the disagreements can find the nutrients necessary to be 
really vital,11 the very few cross-references also reflects this [29]; the 
Safety I/Safety II debate suffer from the Safety II proponents missing 
voluntary opponents. 

As the present discussion reveals, there lies underexposed elements 
of controversy underneath the lid of many debates, controversies with a 
potential to bring reflections on complexity, invisibility and risk – and 
many more issues, these are only examples that are discussed here – into 
a more fundamental debate on safety and risk in society. As noted 
elsewhere [36], there is a lack of engagement in many debates in the 

safety science community; perhaps we live too well with contradicting 
views and perspectives at arm’s length. By taking epistemology serious 
and lending support from the wider field of social sciences, we are better 
equipped to identify scientific controversies, and to advance safety sci-
ence so that it keeps relevance in rapidly changing societies. What this 
article suggests, is that this is not done by resolving old debates, but by 
orienting ourselves towards persistent controversies that resides within 
them – and indeed also outside them. Three propositions are brought 
forward here:  

• Take complexity seriously, and do not treat it as an unambiguous, 
independent variable.  

• Broaden the perspectives and methodologies for understanding 
sociotechnical work, by looking to and learning from other research 
traditions associated with sociology of work.  

• Make safety science research politically oriented (again). It is indeed 
not only a matter of concern for safety researchers how we can live 
with high-risk system, but also how we can live without them. 
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