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MABA-MABA or Abracadabra?
Progress on human-automation coordination

Abstract

In this paper we argue that substitution-based function allocation methods (such as
MABA-MABA, or Men-Are-Better-At/Machines-Are-Better-At lists) cannot
provide progress on human-automation coordination. Quantitative “who does what”
allocation does not work because the real effects of automation are qualitative: it
transforms human practice and forces people to adapt their skills and routines. Rather
than re-inventing or refining substitution-based methods, we propose that the more
pressing question on human-automation coordination is “how do we make them get
along together”.

Keywords: automation, cognition, computers, function allocation, human error,
coordination
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1. What should we automate?

There was a time when the question of what to automate had a simple answer:
Automate everything you technically can (Chapanis, 1970; and see also Douglas,
1990). In one domain, commercial aviation, the Air Transport Association observed
that "during the 1970's and early 1980's...the concept of automating as much as
possible was considered appropriate" (ATA, 1989, p. 4). Chapanis (1970) even
suggested that it is imperative to the engineering profession to aim to mechanize or
automate everything. Not everyone subscribes to this of course, not least the users or
consumers of the systems involved. Technologist attempts to automate everything
has led to both predictable and unanticipated consequences in aviation and elsewhere
(see Wiener, 1989; FAA, 1996; Billings, 1996; Moray, 1997; Sarter & Woods, 1997;
Dekker & Hollnagel, 1999; Mouloua & Scerbo, 1999). The question of what to
automate has no simple answer.

Engineers and others involved in automation development, however, are still led to
believe that there is a simple answer, and in fact a simple way of getting the answer.
MABA-MABA lists, or "Men Are Better At-Machines Are Better At" lists have
appeared over the decades in various guises (e.g. Chapanis, 1965; Edwards & Lees,
1972; Mertes & Jenney, 1974; Swain & Guttman, 1980; Sheridan, 1987; Douglas
Aircraft Co., 1990). Such work relies on a presumption of fixed human and machine
strengths and weaknesses, and suggest an often quantitative division of work (you do
this much, I do this much). Similar design guidance keeps appearing. For example
Parasuraman, Sheridan & Wickens (2000) propose that designers divide the tasks
between humans and machines by considering four different groups of system
functions:
• information acquisition
• information analysis
• decision and action selection
• action implementation
A simple flow chart is presented that takes the engineer from the question "what
should be automated" to an identification of the types of automation (a choice from
the four functions above). Subsequently the engineer can choose from a list of levels of
automation (see table 1 and also Sheridan, 1987).

----------
insert table 1 about here

----------

Choices among kinds and levels of automation are presented to the engineer as if
inherently non-problematic and self-evident, fuelling the Abracadabra dream of
MABA-MABA methods: put your allocation problem into our method, and the
solution will emerge from the other end. Then, in classic MABA-MABA style, the
advantages and disadvantages for automating parts of each of the four functions are
discussed. For example, automating parts of decision and action selection and action
implementation may create problems of "operator complacency" while automating
information acquisition and analysis likely produces problems for "operator situation
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awareness" (Parasuraman et al., 2000). These large motherhood labels for possible
human performance decrements, know little or no consensus in the human factors
community. Indeed, agreement on, or specification of what these constructs exactly
mean is far off , and such terms are instead often based on folk models of human
performance. They give the psychologically uninitiated (indeed the engineer who uses
the method) an illusion of understanding; a mere fallacy of deeper access to human
performance issues associated with his or her design.

2. "Function allocation by substitution"

2.1. The substitution myth

There are many problems with the beliefs (and the consequent messages sent to
engineers) that are sustained in MABA-MABA-like methods. One problem is that the
level of granularity of functions to be considered for function allocation is arbitrary.
For example, it depends on the model of information processing that underlies the
MABA-MABA method is based (Hollnagel, 1999). In Parasuraman et al. (2000), the
four stages of information processing reflect such an arbitrary decomposition
(acquisition, analysis, selection, response). This particular decomposition, common in
MABA-MABA methods, is a retread of ancient beliefs in which the human-machine
ensemble resembles a linear input-output device that takes in an impoverished
stimulus from the world and converts it into a response by adding meaning through
various distinct processing stages along the way (cf. Neisser, 1976; Flach, 2000). In
cases where it is not a model of information processing that determines the categories
of functions to be swapped between human and machine, the technology itself often
determines it (Hollnagel, 1999). MABA-MABA attributes are then cast in
mechanistic terms, derived from technological metaphors. For example, Fitts (1951)
applies terms such as "information capacity" and "computation" in his list of
attributes for both the human and the machine. If the technology gets to pick the
battlefield (i.e. determine the language of attributes) it will win most of them back for
itself. This results in human-uncentered systems where typically heuristic human
abilities (filtering irrelevant information, scheduling and reallocating activities to meet
current constraints, anticipating events, making generalisations and inferences, learning
from past experience, collaborating) easily fall by the wayside, misleading the designer
who relies on the list (Norman, 1990; Hollnagel, 1999).

MABA-MABA lists practice what Hollnagel (1999) calls "function allocation by
substitution". They foster the idea that new technology can be introduced as a simple
substitution of machines for people—preserving the basic system while improving it
on some output measures (lower workload, better economy, fewer errors, higher
accuracy, etc.). Indeed, Parasuraman et al. (2000) define automation precisely in this
sense: "automation refers to the full or partial replacement of a function previously
carried out by the human operator" (p. 287). Sheridan's list of levels of automation
support (see Table 1) completes the quantitative substitution argument by listing the
complimentary degrees to which machines and people make contributions to system
processing and output, where human and automation control over the process
becomes symmetrically apportioned as viewed from top to bottom. The list of levels
indicates the varying degrees of possible supervisor involvement and alludes to the
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nature of the human task at each of the levels. But neither the list nor much of the
accompanying supervisory control literature explains the cognitive work that might be
involved in deciding how and when to intervene or how to switch from level to level.
The list of supervisory control levels leaves unspecified how humans should decide
when and whether to intervene or when to back off (Dekker & Woods, 1999).

2.2. Qualitative effects

Behind the substition myth (and any MABA-MABA list) lies the false idea that
people and computers have fixed strengths and weaknesses and that the task of an
engineer is to capitalize on the strengths while eliminating or compensating for the
weaknesses. Capitalizing on some strength of automation does not replace a human
weakness. It creates new human strengths and weaknesses—often in unanticipated
ways (Bainbridge, 1987). For instance, the automation strength to carry out long
sequences of action in pre-determined ways without performance degradation
(because of fatigue), amplifies classic and well-documented human vigilance problems
(e.g. Broadbent, 1958). It also exacerbates the system's reliance on the human strength
to deal with the parametrization problem (automation does not have access to all
relevant world parameters for accurate problem solving in all possible contexts), but
systems may be hard to direct even if the human knows what s/he wants it to do
(Billings, 1996; Sarter & Woods, 1997). In addition, allocating a particular function
does not absorb this function into the system without further consequences. It creates
new functions for the other partner in the human-machine equation—functions that
did not exist before, for example typing, or searching for the right display page. The
quest for a-priori function alloction, in other words, is intractable (Hollnagel &
Woods, 1983).

Engineers who follow the substitution method of function allocation can become
spectacularly ill-calibrated with respect to the real consequences of technology change
in their domain of work (Roesler et al., 2001). That is, they will envision that the
predicted consequences (e.g. lower workload, higher accuracy) and only the predicted
consequences of automation will occur (see also Norman, 1990). Parasuraman et al.
(2000) list predictable consequences that an engineer may expect if s/he follows
function allocation by substitution, for example lower workload, problems with
complacency and situation awareness, time savings and higher response accuracy. But
this is only a vague and bleak reflection of the real impact of automation, or any
technology change for that matter. For example, one folk argument is that
complacency (whatever it might be) presents a safety risk in automated systems. The
operator is painted as a passive monitor, whose greatest safety risks lie in deskilling,
complacency, vigilance decrements and the inability to intervene successfully in
deteriorating circumstances. Parasuraman et al. (2000, p. 291) contend that "the
operator may not monitor the automation and its information sources and hence fail to
detect the occasional times when the automation fails", just as Kern (1998, p. 240)
claims that "as pilots perform duties as system monitors, they will be lulled into
complacency, lose situational awareness, and not be prepared to react in a timely
manner when the system fails". But none of these folk claims have a strong empirical
basis, and in fact the inverse may be true. First, automation hardly ever "fails" in a
binary sense. In fact, manufacturers consistently point out, in the wake of accidents,
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how their automation behaved as designed (FAA, 1996). Second, instead of being the
result of people "slipping out of the loop", accidents with automated systems, for
example in aviation (Strasbourg (METT, 1993); Nagoya (NTSB, 1994); Toulouse
(DGA, 1994) Cali (Aeronautica Civil, 1996)) are preceded by practitioners being
highly active managers—operators who are fully tied up in typing, searching,
programming, planning, responding, communicating, questioning—trying to coordinate
their intentions and activities with those of other people and the automation, exactly
like they would in the pursuit of success and safety.

3. Transformation and adaptation

Automation does not just have quantitative consequences, it produces qualitative
shifts. It will transform people's practice and force them to adapt in novel ways. “It
alters what is already going on—the everyday practices and concerns of a community
of people—and leads to a resettling into new practices” (Flores et al., 1988, p. 154).
New technologies "alter the tasks for which they were designed, indeed alter the
situations in which the tasks occur and even the conditions that cause people to want
to engage in the tasks” (Carroll and Campbell, 1988, p. 4). Unanticipated
consequences are the result of these much more profound, qualitative shifts. For
example, during the Gulf War in the early 1990's, "Almost without exception,
technology did not meet the goal of unencumbering the personnel operating the
equipment. Systems often required exceptional human expertise, commitment, and
endurance" (Cordesman and Wagner, 1996, p.25).

Where automation is introduced, new human roles emerge. The original belief is that
new technology transforms the tools of people, who will then have to adapt. For
example, according to Albright et al. (1996), the removal of paper flight progress
strips in Air Traffic Control represents a transformation of the workplace, to which
controllers only need to adapt (they "compensate" for the lack of flight progress
strips). In reality, however, it is people's practice that gets transformed by the
introduction of new tools. New technology, in turn, gets adapted by people in locally
pragmatic ways so that it will fit the constraints and demands of actual practice (Cook
& Woods, 1996). For example, controlling without flight progress strips (relying more
on the indications presented on the radar screen) asks controllers to develop and refine
new ways of managing airspace complexity and dynamics. In other words, it is not the
technology that gets transformed and the people who adapt. Rather, people's practice
gets transformed and they in turn adapt the technology to fit their local demands and
constraints.

The key for designers is to accept that automation will transform people's practice and
to be prepared to learn from these transformations as they happen. This is by now
common in design that practices forms of contextual inquiry (e.g. Beyer & Holtzblatt,
1998). Here the main focus of system design is not the creation of artifacts per se, but
getting to understand the nature of human practice in a particular domain, and changing
those work practices rather than just adding new technology or replacing human work
with machine work. Designers have to recognize:
• that design concepts represent hypotheses or beliefs about the relationship

between technology and human cognition/collaboration;
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• that they need to subject these beliefs to empirical jeopardy by a search for
disconfirming and confirming evidence;

• that these beliefs about what would be useful have to be tentative and open to
revision as they learn more about the mutual shaping that goes on between
artifacts and actors in a field of practice.

4.  Progress towards better teamplay

Designers need to depart from the quantitative, substitutional practice of function
allocation (Norman, 1990, Hollnagel, 1999). Substitution assumes a fundamentally
uncooperative system architecture in which the interface between human and machine
has been reduced to a trivial "you do this, I do that" barter. The question for
successful automation is not "who has control over what or how much". It is "how do
we get along together". Indeed, where designers really need guidance today is how to
support the coordination between people and automation. In complex, dynamic, non-
deterministic worlds, people will continue to be involved in the operation of highly
automated systems. The key to a successful future of these systems lies in how they
support cooperation with their human operators—not only in foreseeable standard
situations, but also during novel, unexpected circumstances.

One way to frame the question is how to turn automated systems into effective team
players Christoffersen and Woods (2000). Good teamplayers make their activities
observable for fellow teamplayers, and are easy to direct. To be observable,
automation activities should be presented in ways that capitalize on well-documented
human strengths (our perceptual system's acuity to contrast, change and events; our
ability to recognize patterns and know how to act on the basis of this recognition (e.g.
Klein, 1998). For example:

• Event-based: representations need to highlight changes and events in ways that the
current generation of state-oriented displays do not;

• Future-oriented: in addition to historical information, human operators in dynamic
systems need support for anticipating changes and knowing what to expect and
where to look next;

• Pattern-based: operators must be able to quickly scan displays and pick up
possible abnormalities without having to engage in difficult cognitive work
(calculations, integrations, extrapolations of disparate pieces of data). By relying
on pattern- or form-based representations, automation has an enormous potential
to convert arduous mental tasks into straightforward perceptual ones.

Teamplayers are directable when the human operator can easily and efficiently tell
them what to do (see also Sarter & Woods, 1997). Designers could borrow inspiration
from how practitioners successfully direct other practitioners to take over work.
These are intermediate, cooperative modes of system operation that allow human
supervisors to delegate suitable sub-problems to the automation, just like they would
be delegated to human crewmembers. The point is not to make automation into a
passive adjunct to the human operator who then needs to micro-manage the system
each step of the way. This would be a waste of resources, both human and
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automation. Human operators must be allowed to preserve their strategic role in
managing system resources as they see fit given the circumstances.

Even completely automated systems almost always have a human operator
somewhere, at some level. Chapanis' 1970 engineer's dream of a fully mechanized
world is illusory. Questions about fully automated systems are misguided as they re-
frame the debate about the human-machine relationship in the language of a gradual
marginalization of human input—indeed in the way of Sheridan's levels. Once again,
the question is pitched as one of uncooperative all-or-none control. What matters is
the extent to which powerful automation allows teamplay with its human operators.
What matters is how observable the automation makes its behavior for its human
counterparts, and how easily and efficiently it allows itself to be directed, even (or
especially) during busy, novel episodes.

5.  Conclusion

Automation is almost always justified on the basis of its presumed benefits for
system performance (e.g. Parasuraman et al. 2000). As such it embodies a hypothesis
(or set of hypotheses) about what would be useful for a field of practice. The
accuracy of the designer’s hypothesis hinges on (1) how well the prediction of
automation effects is grounded in the human factors research base, and (2) on whether
the designer is willing and able to take an experimental stance towards automation
development in his/her chosen field of practice. In guiding their design decisions (and
thus generating their hypotheses), system developers should abandon the traditional
“who does what” question of function allocation. Instead, the more pressing question
today is how to make humans and automation get along together.
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Levels of Automation Support
The automation:
1. offers no assistance: human supervisor must do it all;
2.offers a complete set of action alternatives, and
3. narrows the selection down to a few, or
4. suggests one, or
5. executes that suggestion if the supervisor approves, or
6. allows the supervisor a restricted time to veto before automatic execution, or
7. executes automatically, then necessarily informs the supervisor, or
8. informs him after execution only if he asks, or
9. informs him after execution if the subordinate decides to.
10. decides everything and acts autonomously, ignoring the supervisor.
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Table 1: A list of levels of supervisory control (after Parasuraman, Sheridan &
Wickens, 2000 and Sheridan, 1987).


